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Step3: Bayesian Moving Average (BMA)[ Applications of BMA on Daily (365); Canonical regression
applications; Posterior Inclusion Probabilities(PIP) and Post Mean (PM) for coefficients selections and
Model comparisons; Forecast based on the predictive density model using 165 days. ]
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		Bayesian Regression Model Results



		Deviation Residuals



		Min

		1Q

		Median

		3Q

		Max



		-11.149

		-1.021

		-0.137

		0.953

		13.135



		Coefficients



		Predictors

		Estimate

		Std. Error

		t value

		Pr(>|t|)



		(Intercept)

		0.671

		0.056

		11.902

		<2e-16****



		Bear Creek

		0.865

		0.004

		175.194

		<2e-16****



		Mt Peak Utility

		0.045

		0.005

		8.838

		<2e-16****



		Significant Codes



		0****

		0.001**

		0.01*

		0.05’.  ' 

		0.1'   '



		

0**** means P value is 0; 0.001** P value is 0.001 ; 0.05’ ‘ means P value is 0.05 and finally 0.1’ ‘ is P value 0.01



(Dispersion parameter for Gaussian family taken to be 2.826)



		Null deviance:112482 on 8759 degrees of freedom



		Residual deviance: 24748 on 8757 degrees of freedom



		AIC : 33965



		Number of Fisher Scoring interactions: 4
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